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7.1 Prologue

In 1953, the U.S. Chamber of Commerce proposed a major expansion in the coverage of the Old Age and Survivors Insurance Program—the program that we now think of as Social Security. There was much room for expansion because only 55% of the workforce was covered when the Social Security Act was passed in 1935. Legislation enacted in 1950 had already expanded the coverage of the program. It brought many additional workers into the Social Security system and substantially reduced the number of quarters of covered employment that were necessary to qualify for retirement benefits. However, these changes came too late for many people. Many workers had retired before 1950. Others died without working long enough to qualify, leaving widows who were not eligible for survivors insurance. Under the Social Security Act, these unfortunate people were eligible only for Old Age Assistance, the less-generous, means-tested welfare program administered by the states.

Under the chamber's proposal, everyone over the age of sixty-five would immediately become eligible for retirement benefits. The Old Age Assistance program would be terminated. Retirement benefits would continue to be financed on a pay-as-you-go basis, using a payroll tax. All remaining workers who had not yet been brought into the Social Security system would be subjected to the payroll tax, but the tax rate would still have to be increased to pay for the expanded system of benefits.

From the perspective of the 1990s, it seems odd that a proposal for expanded social spending should come from a major business lobby. The political response this proposal provoked is equally surprising. Conservative Republicans
in Congress took the initiative in promoting the chamber's plan. Daniel Reed, the conservative chairman of the Republican-controlled Ways and Means Committee, called for fundamental reexamination of the system. Carl Curtis, a Republican from Nebraska who had been critical of the evolving Social Security system, chaired the subcommittee hearings on the chamber's proposal and took the lead in promoting it in Congress. After lengthy consideration, the liberal Republicans in control of the Department of Health, Education, and Welfare in the new Eisenhower administration decided not to support it. Nelson Rockefeller, the undersecretary responsible for legislative proposals, was generally supportive of the existing Social Security system and did not want to propose any major changes to its structure. Senior citizens, even those who would become eligible for retirement benefits under the chamber's plan, did not offer any organized support for the plan.

Program executives in the Social Security Administration reacted with alarm and outrage to the hearings conducted by Curtis. As government employees, and especially as holdovers from the previous Democratic administration, they were constrained from openly attacking the merits of the proposal and the integrity of the members of Congress who supported it. However, they did feed analyses and denunciations to sympathetic policy analysts on the staff of the American Federation of Labor (AFL), who passed them on to the Washington press corps. Because the Eisenhower administration did not support the chamber's plan and because opponents were able to characterize it as a dangerous assault by enemies of the Social Security system, it never received serious consideration in Congress.

Five years later, in 1958, internal estimates prepared by the Research Department of the Social Security Administration showed that 35% of the people over age sixty-five still were not eligible for Social Security retirement benefits (Cates 1983, 72). Large numbers of them had no private source of income and refused to accept public assistance—to "go on the dole." They lived out their lives in circumstances of extreme poverty. Ultimately, the Social Security system did succeed in reducing poverty among the elderly, but demographics were an important part of the story. The poverty rate fell as the uncovered elderly died.1

7.2 Introduction and Summary of the Argument

The arguments in this paper address three types of questions. The most specific question, and the one that is easiest to answer, is why the different actors in the Social Security debate of the 1950s chose such surprising political strategies. The answer to this narrow question raises a second question that is broader and more troubling for economists, one that goes to the heart of any

---

1. See Derthick (1979, chap. 6) for details of the chamber's proposal and the debate it spawned. See Cates (1983, chaps. 3 and 5) for a critical evaluation of the treatment of the uncovered elderly.
analysis of political economy: What determines why and how people vote? This second question is important in its own right, but it is raised here with a view toward an even deeper and more controversial third question: How can economists and like-minded social scientists begin to address the effects that values have on policy choices and that policies have on values?

The logic behind the liberal and conservative strategies during the 1950s is clear from the historical record. Both sides in the fight over the Social Security system adopted positions that seemed to run counter to their natural interests, because they were actually fighting over something far more important than expanding benefits for the uncovered elderly. They made important tactical concessions to win the war over the public's sense of entitlement. This explanation covers the behavior of the proponents and critics of the chamber's plan, but it leaves open the question of why the elderly, especially the uncovered elderly, were absent from the debate. Observing that they were not organized then is not an explanation. It is a description of the fact that needs to be explained. We will return to this issue in the conclusion.

Conservative critics of the Social Security system were willing to accept higher current payments in hopes of limiting future growth in payments. Specifically, they were willing to accept an expansion of the Social Security program in exchange for structural changes that would keep voters from treating Social Security retirement benefits as an entitlement. The chamber's plan would dispense with the carefully crafted imagery of individual contributions and personal retirement accounts that the architects of the Social Security system had been developing for fifteen years. It would remove all pretense that there was any link between taxes paid and benefits received. It would lay bare the economic essence of the program, showing that it was a system of transfers from the young to the old. No voter believes that paying income taxes entitles the payer to cash welfare benefits. If it had been adopted, the chamber's plan would have given payroll taxes and government payments to the elderly the same political status as income taxes and welfare payments.

On the other side, the proponents of the Social Security system sacrificed the well-being of the uncovered elderly to create a system of government transfers that recipients would regard as an entitlement. Program administrators in the Social Security Administration reacted with anger and indignation to the hearing chaired by Curtis because his goal was to demolish the imagery that was at the heart of the program. He wanted to show that the previous administration had intentionally misled the public about the nature of the program. The sacrifice of the uncovered elderly was just one of several tactical concessions advocates of the system made as part of a long-run strategy for convincing people that they were entitled to payments from the government. A similar concession came in the decision to finance Social Security payments with a regressive payroll tax. President Roosevelt personally vetoed early proposals that retirement benefits be financed partially from general tax revenues. In a private remark, he later gave one of the most candid statements of the logic
behind his strategy. When a visitor to the White House complained about the regressivity of the payroll tax, he explained: "I guess you are right about the economics, but those taxes were never a problem of economics. They are politics all the way through. We put those payroll contributions there so as to give the contributors a legal, moral, and political right to collect their pensions. . . . With those taxes in there, no damn politician can ever scrap my social security program" (quoted in Derthick 1979, 230).

The evidence presented in section 7.6 documents the claim that the fundamental issue in the fight over Social Security in the 1950s—in fact, the fundamental issue in the construction of the entire Social Security program—was the notion of entitlement. Both sides recognized the importance of the implicit promises that were bundled with the taxes and transfers, although conservative critics of the program were arguably slower to catch on to the importance of this issue. In light of subsequent political developments, Roosevelt and his allies in the Social Security Administration decisively won the war and imbued the Social Security program with a strong sense of entitlement. At a time when even the most radical budget cutters in Congress are afraid to even mention Social Security, it is hard to dispute the accuracy of Roosevelt's implicit model of how the political process works.

This explanation leads inexorably to the second question about the motivations that determine whether and how people vote. If the notion of entitlement is such an important political force, something important is missing from formal economic models of voting. Most conventional models of political economy summarize individual behavior with the assumption that people prefer more wealth to less. They also assume that a person will vote for a policy that would increase the voter's wealth.² The first assumption generally passes without comment. The second assumption is highly problematic, as many economists and political scientists have noted. But setting aside the well-known difficulty of explaining why anyone bothers to vote when the chances that one vote will matter are so small, economists are still faced with the awkward fact that their style of analysis permits no distinction between government payments that take the form of welfare checks and payments that take the form of Social Security benefits; that is, the standard model cannot distinguish between transfers and entitlements.

The models suggest that, everything else equal, voters will prefer larger payments from the government to smaller payments. From the individual's point of view, it makes no difference whether these payments are labeled "earned benefits" or "welfare payments." It makes no difference whether the voter has paid payroll taxes or not, or whether government officials made any promises about benefit payments when they collected those payroll taxes. As a result,

² For a presentation of models of this type as applied to the analysis of voting on Social Security, see the model in Boadway and Wildasin (1989) and the models from other papers that are discussed there.
conventional models cannot accommodate the concept of entitlement, the issue that was the paramount concern of both the proponents and critics of the evolving Social Security system.

In a model of repeated interaction between two people, concepts such as reputation and punishment strategies can be invoked to give meaning to everyday concepts such as a promise or an entitlement. But in situations in which millions of voters interact with a small number of elected officials, it makes no sense to assert that any individual voter sets out to establish a reputation for toughness or to punish bad behavior by the government.

In an effort to go beyond the limitations of existing models of political economy, section 7.3 starts by briefly summarizing some of the early discussion in political science about formal models of voting. It recapitulates the conclusion that emerges from this literature—that economists and political scientists must modify the assumption that maximizing wealth is a good summary description of the motivation of an individual voter. Stated more explicitly, we have to go beyond the assumption that conventional consumption goods are the only arguments in a person's utility function and allow the act of voting to be a consumption activity that provides utility. As many political scientists have emphasized (see, for example, Aldrich 1993 and Jackman 1993), this does not signal a retreat from rational-choice models. It is merely a refinement of the objective function that a rational voter seeks to maximize.

Section 7.4 shows how an extended model of individual preferences can be used to formalize Roosevelt's implicit model of political dynamics. It shows that there are good reasons to expect that people will care about promises made to them by others and that they will be willing to incur a cost to punish someone who has made and broken a promise. The act of making, then breaking, a promise induces a taste for punishing the offender.

A desire to express anger by voting against a politician can motivate some people to go to the polls and can influence how they vote, but there are many other factors that motivate voting. Someone may feel a sense of duty or may enjoy the satisfaction that comes from demonstrating to others that one is a good citizen. Nevertheless, if anger is a potential motivation, it may be a particularly important one to study because it can be manipulated by politicians who behave strategically.

If people are angrier when a promise has been broken, it is possible to give content to the notion of an entitlement. An entitlement is a set of transfer payments that are bundled together with an explicit, credible promise from the government about the duration and level of future payments. If a politician such as Roosevelt can create an entitlement for a large number of people, this decisively changes the subsequent political dynamics. If a successor reduces the payments under the entitlement program, this will induce anger and a taste for retribution in large numbers of voters. These voters will act on this taste by voting against the successor.

The quotation from Roosevelt cited above, together with the actions of his
administration documented in section 7.6, provides direct support for the claim that creating a sense of entitlement was a paramount concern for the people who developed the Social Security system. Under the assumption that they knew what they were doing, their actions offer indirect evidence that the hypothesized form of preferences with a built-in taste for punishment is correct. But there is also direct evidence that bears on the nature of preferences. Section 7.5 points to evidence ranging from the behavior of animals, to experimental economics, to recent political developments, all of which support the notion that something like anger is an important source of motivation. The laboratory experiments are particularly relevant because they decisively refute the claim that statements about preferences cannot have scientific content.

The questions addressed here in the context of the Social Security program are directly relevant for other social policy issues. A positive analysis of the policies that governments have adopted, or might adopt, in areas such as child care, education, health care, and long-term care must take account of the fact that government policies are outcomes from a political process. If we cannot understand the forces that have driven the politics of the relatively well-established and relatively well studied Social Security program, there is little hope that we will be able to understand the politics of new areas of social policy.

7.3 Voting and Preferences

The probability that one vote will be decisive is very low in elections with realistic numbers of voters. Suppose that the number of people who will vote is equal to $2n + 1$. Fix a particular voter, and assume that all other voters will vote in favor of a particular candidate with probability $q$. For simplicity, assume that this voter's vote is decisive only in the case of a tie. The probability that the other $2n$ voters will split evenly between the two alternatives is

$$\Pi = \frac{2n!}{n!^2} q^n (1 - q)^n.$$ 

For large values of $n$ and values of $q$ that differ from one-half, this probability is very small.

The largest values for $\Pi$ arise in the case where $q$ is equal to one-half, so that all other voters are equally likely to vote for or against this voter's preferred candidate. Consider an election for a seat in the U.S. Senate in which the total number of other voters, $2n$, is 2 million people. The probability of a tie is about .0004. In a presidential election in which 50 million people vote, the probability is reduced to .0001. If $q$ differs from one-half, the values for $\Pi$ are even smaller. Suppose that a voter has a prior probability distribution on the value of $q$ that is uniform over the interval (.4, .6). Ex ante, the outcome in the election is still a toss-up, but now there is a reasonable chance that the actual vote will not be close. In this case, the values for $\Pi$ fall by a factor of more than
one hundred. (See Brennan and Buchanan 1984 for additional calculations along these lines.)

Political theorists have long understood the problem that this poses for simple theories of voter participation. Let \( U(y) \) denote an indirect utility function defined over the disposable income \( y \) that is available to the consumer after all taxes or transfers from the government. If people maximize \( U(y) \) when they make their decision about whether to vote, even a small cost from voting—something like $1—will be orders of magnitude larger than the expected increase in \( y \) that comes from voting for the candidate who offers this voter the best package of taxes and transfers.

Starting at least with Downs (1957), formal theorists have argued that there must be other components to the utility function that influence the decision to vote. In the terminology used here, they rely on an extended preference model, a model that lets preferences depend on arguments other than the standard consumption goods that are implicit in the function \( U(y) \). Implicitly or explicitly, they proceed along the following lines: Let \( x \) denote the decision about whether to go to the polling station and \( W(x) \) denote the utility from voting. If voters maximize \( U(y) + W(x) \), then the small cost of voting can be offset by the utility associated with this act.

Riker and Ordeshook (1968, 1973) formalized this additional term in the utility function and gave it empirical content. They suggested, for example, that a voter may care about the size of the margin by which a candidate wins. They use this observation to explain why, for example, many people bothered to vote for Lyndon Johnson in his landslide victory over Barry Goldwater. They also acknowledge that other aspects of preferences like a sense of duty or a strong sense of affiliation with a particular political party may contribute to the direct satisfaction that a person gets from the act of voting. They provide evidence that their augmented model is consistent with the evidence, but as Barry (1970) notes, almost all of the explanatory power comes from the \( W(x) \) term in the utility function.

Fiorina (1976) takes this kind of analysis one step further. In his analysis, the utility for a representative voter may be written as \( U(y) + W(a, v) \). The variable \( a \) captures the party affiliation of the voter. Suppose that the absolute value of \( a \) represents the intensity of the identification and the sign represents the party, positive for Democrat and negative for Republican. Let \( v \) denote the candidate for whom the voter votes, with \( v = 1 \) representing a vote for the Democratic candidate and \( v = -1 \) a vote for the Republican.

The act of going to the polling station, \( x \), and the candidate for whom the voter votes, \( v \), both have an effect (albeit a very small one) on the expected wealth of the consumer. Fiorina refers to these as the instrumental aspects of voting. He calls the effects that \( a \) and \( v \) have as arguments of \( W \) the expressive aspects of voting. He treats the party affiliation variable \( a \) as a state variable that is determined by the voter's history, one that is given at the time of an election. The crucial assumption in Fiorina's analysis of participation is that
there is an interaction between \( a \) and \( \nu \) in the function \( W \), a positive cross-partial derivative. If \( \nu \) and \( a \) line up and if \( a \) is large in absolute value, then the utility from choosing to vote will be larger. In everyday language, having a strong affiliation with a political party and voting for that party together make the act of going to the polls more satisfying. In the language of consumption theory, \( a \) and \( \nu \) are complements.

As Aldrich (1993) concludes in his survey of the literature on voter participation, there is no escape from the conclusion that, to understand voting, it takes a broader theory of preferences. There is room for dispute about what the arguments of \( W \) should be and about how strong the interaction effects between these arguments and other choice variables might be. But there is no reasonable alternative to a term like \( W \) that depends on arguments other than wealth and conventional consumption.

As a result, the remaining debate is not about the presence of a term like \( W \), but rather about the nature of the arguments of this function. On a priori grounds, some theorists follow Riker and Ordeshook, and maintain that the utility function \( W \) depends only on the act of voting \( x \), not on how the vote is cast. This approach uses an extended model of preferences to explain why people vote, but it preserves the traditional instrumental theories about which alternative they vote for. Duty gets people to the polls, but once they are there, wealth maximization determines how they vote.

The alternative is to follow Fiorina and allow for the possibility that the extended preference approach is important for understanding not just why people vote but also how they vote. Other arguments besides the act of voting, \( x \), enter in the function \( W \); arguments such as the vote choice \( \nu \) and party affiliation \( a \). If one starts from a general formulation that allows for the possibility that arguments other than wealth can influence how people vote, one then can use both theory and evidence to test assertions about \( W \).

It is in this spirit that this paper considers additional arguments that could appear in the utility function. The variables considered in what follows capture the effects that promises and anger can have on how people vote. These variables can coexist with more traditional variables like a sense of duty or party affiliation, but for simplicity these other variables are suppressed because they are not central to the analysis that follows.

As Fiorina's analysis shows, extended preference models can be tested like any other model. He finds evidence that affiliation does indeed influence voter turnout. These models are consistent with the general methodological approach of rational choice. As Aldrich emphasizes, they do not make political theory less interesting or reduce the degree to which strategic calculation plays a role in political outcomes. On the contrary, they explain important forms of strategic behavior by politicians that cannot be captured in the narrow preference models. Economists who are interested in positive theories of politics should therefore be willing at least to consider the evidence that is relevant for
evaluating arguments in the utility function besides wealth when they engage in discussions of political economy.  

There is nothing unusual about this line of investigation. Despite occasional claims to the contrary, economists do consider both theory and evidence about the nature of human preferences. Two examples illustrate the issues involved. The first centers on intergenerational altruism. For many years, economists treated altruistic acts between close kin in the same way that they treated altruistic acts between people who are not related. Gifts from parents to children were lumped together with gifts from individuals who support public broadcasting. It was behavior that obviously took place, but it was placed outside the bounds of mainstream economists.

It is hard to say exactly when the change took place, but over the course of the 1970s, economists changed views on gifts to close kin. Before, the utility function of a parent could have as arguments only those goods that the parent directly consumed. By the end of the 1970s, the assumption that the consumption of children or their utility levels could also enter as arguments in the utility function of the parents passed largely without comment. There are empirical and theoretical debates about how strong this effect is and about what its implications are in areas like public finance, but there is no longer any disagreement about the notion that a taste for altruism toward children is an inherent aspect of human preferences that economists can and should study.

With a bit of a lag, this change followed the development of the notion of kin selection in evolutionary biology. Because the biological basis for the economic theory of intergenerational altruism was rarely discussed in economics papers, it is difficult to trace the direct effects that developments in biology had on thinking in economics. Nevertheless, it seems to have played an important role. In a very short time, economists recognized that people had to have preferences that induced them to give valuable resources to their offspring. Otherwise, we would not have survived as a species.

In this period, what seems to have changed was the theory, not the evidence. Once economists had a theory about why preferences toward children should be the way they are, they proceeded to study the theoretical and empirical questions that this new assumption about preferences raised.

Another revealing example in economics arises in the context of preferences toward risk, and in this case it has been the evidence that has driven recent developments. Traditionally, economists relied on a mixture of introspection

3. Some economists clearly are willing. See, for example, Brennan and Lomasky (1985). In a separate paper, Lomasky (1985) develops a different model of the political dynamics of Social Security. His claim is that voters get a small psychic benefit from voting for a program that they perceived to be a good program.

4. Robert Barro’s article on government debt (1974) seems to have marked a crucial turning point in the professional attitude toward this issue.

about the plausibility of various axioms and logical deduction to support various assumptions about the nature of preferences over risky consumption bundles. For many years, the expected utility hypothesis was the only formal model of such preferences, but in the last ten years, a variety of alternative theories about preferences have been proposed. In this case, the observation that the preferences we observe must be the result of a process of biological evolution does little to guide our choice between the alternatives. Increasingly, what does help us choose is how well they account for the growing body of evidence that is emerging from laboratory experiments. (See Harless and Camerer 1994 and Hey and Orme 1994 for recent summaries of progress in testing the different assumptions about preferences.)

If we ignore what economists say about the study of preferences and look at what they do, it is clear that they make progress in understanding preferences in the same way that they make progress in any other area—by making use of theory and evidence. Theory plays an important role in delimiting the areas of investigation and setting the agenda for types of evidence to collect and study, but it is the accumulation of evidence that ultimately determines which assumptions survive and achieve broad professional support.

7.4 A Preference-Based Theory of Promises and Revenge

As noted above, the aspects of preferences that seem to be necessary to understand Roosevelt's model of politics relate to promises and punishments. People can threaten punishment for two distinct reasons. A person who has no underlying taste for imposing a punishment may consciously adopt a strategy that involves threats of punishment because the threats have strategic value. She may make good on the threats because they have instrumental value, in a repeated game, for example. Alternatively, a person can have a taste or desire for punishing others that is triggered by a particular sequence of events. In this case, a person carries out the threats because it is satisfying to do so.

It is this second possibility that is relevant for the discussion that follows. Much of the behavior we observe, both in the field and in the laboratory, makes sense only if we admit that people sometimes have a taste for punishing others in particular circumstances. Most of the arguments that follow are directed at specifying just what these circumstances might be. But before turning to this issue, we must address the question of why a taste for punishing others might have evolved in humans.

There are two reasons why people might have a hardwired taste for punishing others instead of a general-purpose cognitive capacity that lets them adopt threat strategies when they are useful. The first reason is that specialized, hardwired mechanisms are relatively efficient at solving evolutionary design problems. One of the reliable lessons from the study of artificial intelligence is that general problem solvers are very slow and inefficient compared to specialized mechanisms.
To illustrate the practical implications of this general lesson, consider the evolutionary problem of getting people to eat the right kinds of objects from their environment. Like other animals, we have hardwired tastes that guide this process. We could have been endowed with a preference for surviving and with general problem-solving capabilities for evaluating which objects to eat, but this would apparently have been less efficient. (If this cognitive approach to deciding what to eat had efficiency advantages over the preference-based approach, all animals would have been under strong selection pressure to develop the kinds of brains that humans have.) Hardwired tastes let information about valuable foods accumulate across many generations. Long ago, evolution stored the information that sweets and fats are good sources of calories somewhere in the parts of our DNA that supply the code for our food preferences. If we were endowed only with a general problem-solving mechanism, we would have to start from scratch in each generation relearning this fact, or rely on extensive and time-consuming training from other members of the species to get this simple message across.

Now consider the evolutionary problem of implementing a strategy such as tit for tat in a repeated game. Humans could have been given the kind of general-purpose cognitive capacities that are assumed in most of economic analysis and left to infer that this strategy (or some more complicated strategy) would be a good one to follow in a particular repeated game. Alternatively, they could have been given hardwired tastes that give them a desire to implement the punishment phase of a strategy after an opponent behaves opportunistically. Repeated strategic interaction with other humans was surely an important part of our evolutionary past. A taste for punishing defection or opportunism, analogous to our taste for sweets and fat, might have emerged from the selection pressures that resulted from hundreds of thousands of years of social interaction in small hunter-gatherer bands. In a game against nature, parts of our strategy for eating are coded in preferences. In a game against other people, parts of our strategy for cooperating and punishing might also be coded in preferences.

There is a second reason why a hardwired taste for punishing others might be more valuable than a general cognitive capacity for making strategic calculations. In some settings, a threat to punish someone who defects from cooperation will not be credible. After defection takes place, it may not be in the interest of the person who issued the threat to carry through with the punishment. If someone has a strong taste for punishment that is triggered by defection from cooperation, he will incur a cost to punish the defector in cases in which someone making cognitive calculations might not. This kind of taste can support cooperation in circumstances such as one-shot games where cooperation might otherwise be impossible. As a result, this taste can enhance sur-

6. This explanation of emotion as a solution to commitment problems has been advanced by Frank (1988), Hirshleifer (1987), and Posner (1981), and no doubt by many others.
vival for the person who possesses it and for all members of a small band if they all possess it.

It does not follow, however, that this kind of taste will necessarily evolve or that it will survive for long if it does evolve by chance. The problem here has been long recognized in discussions about the evolution of altruism. A population with preferences that are beneficial to the group may be susceptible to entry by new individuals who have different kinds of preferences. Someone who seems to have a taste for punishment, but does not have this taste, gets the deterrent value without ever having to pay the cost of punishing someone else.7

For the purposes of the arguments that follow, it does not matter which of these two reasons explains why the taste for punishing opportunism is hard-wired. All that matters is that the taste for punishing was built into our preferences just as the taste for sweets and fats was. This matters because preferences presumably have changed very little in the last few thousand years, even as our economic environment has changed almost beyond recognition. Think again of food preferences. Our hardwired tastes for fats and sweets still express themselves, even though many of us face serious health risks from consuming too many calories. In the same way, a taste for punishing others that evolved in circumstances where all social interactions took place in repeated encounters among small numbers of people may now express itself in circumstances where it too has no value.

The role for promises then enters because a taste for punishing others may have been adaptive in some circumstances in our evolutionary past, but it may have been quite harmful in other circumstances. Ideally, people would be able to turn the taste for punishing opportunism on and off as appropriate for the situation. If tastes were invariant over time, this would pose a problem for a taste-based mechanism for solving problems of deterring opportunistic behavior. But tastes are not invariant. They can change over time. More specifically, they exhibit obvious state- or history-dependence. Think again of food tastes. On top of our general tastes for sweets and fats, we have powerful mechanisms that induce history-dependence in our food tastes. For example, we form long-lasting aversions to strong tastes that we are exposed to before a bout of nausea.

The extensive form game in figure 7.1 illustrates why it would be useful for the intensity of the taste for punishment to depend on the act by someone else of making a promise. In this game, there are gains from cooperation. Depending on the magnitude of the parameter \( x \), there may also be incentives for defection. This game can be interpreted as a food-sharing game that was played repeatedly in our evolutionary past. It can be divided into upper and lower branches that are identical except for the terminal payoffs. For the moment, ignore the initial decision by player 1 about whether to make a promise. Start at the point on each branch where player 2 can decide to share food or to pursue autarky. The only difference between these two branches is that the preferences

7. See Frank (1988) for a discussion of this point and of possible ways to address it.
Fig. 7.1  Opportunism and punishment in a food-sharing game

of player 2 are different. For now, treat them as separate games played by 1 against different player 2s.

Assume that player 2 has a large quantity of nonstorable food from a hunt. He can eat it all, or he can share half of it with player 1, who has no food in the initial period. In the next period, player 1 will catch a similar large quantity of food, and player 2 will have none. If they both eat their own catches, they each receive a baseline utility of 0. Suppose that player 2 decides to share his food. After collecting his prey, player 1 can then defect and eat it all or set some of it aside for player 2, who will arrive later. If player 1 sets aside some food for player 2, nature intervenes. With probability \( \pi \), a large animal comes and takes the food being stored for player 2. Assume that \( \pi \) is small.

If player 2 comes back and there is food for him, both players are better off than they would be if they had not shared the food. They get the payoffs \((1, 1)\) instead of the baseline payoffs \((0, 0)\) because they can smooth their food consumption and eat after both hunts. If, on the other hand, player 2 comes back and there is no food for him, he faces a decision about whether to punish player 1. The dashed line connecting the two nodes indicates that player 2 cannot tell whether player 1 did not share or player 1 did share and the random draw from nature was bad. If he does inflict a punishment, for example by starting a fight, this imposes a direct cost \( p \) on both players.

The player 2 on the top branch has a taste for punishment that is indicated by the additional term \( r \) (for revenge) in his payoffs. Player 2 gets this psychic payoff when he inflicts punishment on player 1 in circumstances in which player 2 feels wronged. In principle, player 2 could also consider taking re-
venge after they have successfully cooperated, but in this case there would be no psychic payoff \( r \), and player 2 would not choose to punish. Along the lower branch, player 2 never feels satisfaction from punishing player 1, even in cases in which things have turned out badly for him because of a bad draw by nature.

Throughout, we will maintain the assumption that \( r \) is greater than \( p \) and that \( p \) is larger than \( x - 1 \). This means that the taste for punishment is strong enough to give the player 2 on the top branch of the game an incentive to punish player 1, even though doing so inflicts a cost \( p \) on himself. It also means that punishment deters opportunism.

In this game, the critical parameter is \( x \), the payoff for player 1 when he defects. Consider first a case in which \( x \) is smaller than the payoff of 1 that player 1 gets from cooperation. (Imagine, for example, that the amount of food from each hunt is twice what one person can eat and that refraining from sharing imposes direct costs on player 1.) In this case, player 1 will always want to cooperate. If the probability \( \pi \) of a bad draw from nature is small, both players will prefer the cooperative outcome in which each player shares. Player 2 will suffer occasional losses because of bad draws from nature, but the gains from cooperation outweigh these costs. In this case, the players clearly want to play along the lower branch. This avoids punishments when draws from nature are bad.

Now consider the case in which the payoff \( x \) is larger than 1. The best state of affairs for both players would be to play along the upper branch. It is better for both players if player 2 has a taste for revenge. In the absence of a taste for revenge, it is no longer possible to sustain cooperation when \( x \) is large. This is bad for both players, for they both are stuck with the autarky payoffs \((0, 0)\). If they could sustain cooperation, the sharing payoffs \((1, 1)\) will occur with probability \( 1 - \pi \), and the unfortunate outcome with punishment, which generates payoffs of \((1 - p, -1 - p + r)\) will arise with probability \( \pi \). If \( \pi \) is not too large, both players would prefer the cooperative outcome to the autarky outcome.

With the exception of \( r \), all of the payoffs in this game have a direct positive effect on survival. They can be thought of as being measured in units of calories of food energy. The psychic payoff \( r \) that player 2 sometimes enjoys from punishing player 1 has no direct positive effect on survival. The point of the arguments given above is that this taste for punishment can have an indirect effect that is positive because it deters player 1 from abandoning the strategy of cooperation. This is the case when \( x \) is greater than 1. Any costs associated with carrying out the punishments might therefore be outweighed by the gains. The point illustrated by the game in the figure is that the comparison might also go the other way. When \( x \) is less than 1, both players will be better off if player 2 has no taste for punishment. In this kind of world, the ideal arrangement would be for player 2 to have a taste for punishment that is activated only in those circumstances where \( x \) is large. The challenge is to arrange for this
kind of contingent behavior under the assumption that a taste for punishment is hardwired into preferences.

Faced with these different possible values for $x$, it is in the interest of both players to find a way to selectively "turn on" the taste for punishment in player 2. One way to do so is suggested by the first stage of play by player 1. Moving back to this stage, the game suggests that communication between the players in the initial stage can influence the preferences that player 2 ultimately expresses. Specifically, if player 1 says to player 2 that he promises that some food will be available after the second hunt, this statement by itself could activate the taste for revenge in player 2. Suppose that the full game starts with player 1 making a promise to player 2, so now we are on the upper branch. If player 2 arrives to find no food after player 1 has promised that food will be there, player 2 may have a strong sense of having been wronged and a strong desire for revenge. This sense and this desire might be absent if player 2 arrived at the same node on the lower branch; that is, player 2 might not feel any taste for revenge if he finds no food after unilaterally deciding to share, in circumstances in which player 1 has made no promise about whether he will reciprocate.

Because of the assumption that $p$ is large enough to deter defection by player 1 and that $r$ is even larger so that the threat of punishment is credible along the upper branch, cooperation can be sustained after player 1 has made his promise. Because $\pi$ is small but positive, there will occasionally be misunderstandings, cases when player 2 imposes punishments even though player 1 has cooperated. Nevertheless, it may be a cost worth paying if the gains from cooperation are high.

Of course, if $\pi$ were too high or if $x$ were low, player 1 could simply refrain from making a promise that he might not be able to keep. That is the value of a mechanism that makes the taste for punishment contingent not just on a bad outcome for the person who expresses this taste, but also on an act like a promise by his partner. It lets the players avoid invoking the revenge mechanism in states where it would not be helpful, but lets them turn it on in cases where it would be helpful. If the gains from cooperation are high, and if situations where deterring opportunism is frequently an important issue, it would be advantageous to be a person like player 2.

The discussion here has been given in the context of a one-shot game. The implied advantage of the hardwired taste for preferences is the second of the two advantages noted above. These preferences make some kinds of threats credible. As has already been noted, it is an open question whether these kinds of preferences could have emerged from the process of human evolution. Alternatively, this one-shot game could be embedded in a repeated game. In this case, the taste for punishing others might simply be a mechanism for implementing a particular Nash equilibrium strategy in the repeated game. Regardless of its origins, the relevant question for the behavior of modern voters is
how people with these kinds of preferences might behave when they are put into the evolutionarily novel context of an industrial democracy.

This story seems to violate the useful methodological assumption that consumer preferences are stable. However, it is possible to specify a utility function that is stable. The strategy is the same as the one followed by the early political scientists, to include additional arguments in the utility function. Let promise denote the action of player 1 in the first round. It takes on the value of “make a promise” or “do nothing.” Let food indicate what player 2 observes when he comes to collect his food after the second hunt. Let punish denote the act by player 2 in the last stage. It can take on the values “inflict punishment” or “do nothing.” Finally, let c represent survival-related payoffs, measured as before in calorie equivalents. Under the assumptions used so far, the amount of food that player 2 gets to eat, the timing of when he gets to eat it, and the punishments he inflicts will all affect c. In a way that is symmetrical with the preferences that reflect voter affiliation that were used above, the stationary utility function for player 2 can be written in the form $U(c) + W(\text{food, punish, promise})$.

This utility function is an example of what Gary Becker has called metapreferences. As Becker has argued in his development of the extended-preference approach to human behavior, the crucial assumptions about metapreferences are concerned with cross derivatives. In traditional economic language, these are assumptions about complementarity. They are analogous to the assumption noted above, about complementarity between party affiliation and voter turnout. The crucial assumption in the analysis here is that $W$ does not increase when punish increases unless promise takes the value “made a promise” and food takes on the value “no food available.”

The approach followed here is closely related to the work on fairness by Rabin (1993) and the underlying theory of psychological games outlined by Geanakoplos, Pearce, and Stacchetti (1989). In a more formal and more general setting, these papers pursue the goal of introducing new, empirically relevant arguments into the utility function of economic agents. Rabin, in particular, tries to develop an explanation for punishment and its mirror image, reciprocal altruism, in a one-shot game. In Rabin's model, the payoffs that an agent receives and the strategies that the player adopts are functions not only of the underlying material payoffs (the payoffs that are measured in calories here) but also of beliefs that a player has about the motivations of other players. Technically, the description of the game outlined in this paper avoids the introduction of beliefs or intentions and makes the payoffs a function of actions (making a promise) and observables (finding no food). These actions have the unusual property that they have no effect on material (i.e., calorie) payoffs.

The alternative approach pursued in Rabin's work lets preferences depend on the intentions of the other agent and allows actions and observables to matter only to the extent that they signal intentions. This deeper strategy introduces fundamental conceptual issues that have not yet been fully resolved. It would make it possible to deal with deeper questions about how our own cognitive inferences about the intentions behind the acts of others interact with our preferences. Once this richer style of analysis is fully developed, the arguments in this paper based on actions alone can presumably be extended to take advantage of it.

7.5 Evidence on Extended Preferences

The prediction from the model outlined above is that people have a taste for revenge that can be activated or primed by an act like a promise. The taste can then be triggered by an opportunistic act or by an outcome that is interpreted as an indicator of an opportunistic act. The theoretical arguments try to suggest that this kind of assumption does not blatantly contradict basic facts about selection. They suggest that the hypothesized form of preferences could have had survival value relative to standard preferences that do not exhibit a state-dependent taste for retribution. But this kind of abstract argument can only get one so far. The theory should be understood primarily as a justification for looking at the evidence to see whether humans do have a taste for revenge, and whether it is contingent on acts such as a promise made by others followed by subsequent opportunism.

There is abundant direct evidence suggesting that people do have a taste for revenge. For example, after surveying the available evidence from ethnographies, Daly and Wilson (1988) conclude that "lethal retribution is an ancient and cross-culturally universal recourse" for people who have been seriously harmed by others. In modern societies, the individual desire for revenge is suppressed by the state, but vestiges of it still show through. People pay money to play video games that simulate the experience of being attacked and taking violent revenge. They also pay to watch movies in which someone the audience cares about gets hurt by some bad person. The emotional payoff comes from watching the bad person suffer a violent punishment in the end. There is also evidence suggesting that a taste for revenge is present in nonhuman primates such as chimpanzees (see, for example, de Waal 1989, 205–7). People who study animal behavior call this behavior "moralistic aggression" and distinguish it from other kinds of aggression. A key stimulus for this type of behavior is the failure by one animal to reciprocate after the other has been helpful.

Recent political developments offer indirect evidence that bears on the model outlined here. Following the 1994 midterm elections, exit polls and most postelection analysis both suggest that anger was a potent motivating factor in this election. In contrast to the recent downward trend, turnout nationwide was up compared to the last midterm elections, increasing from 36.5%
to 38.7%. In the notably nasty race between Oliver North and Charles Robb, turnout was up a remarkable 16%.

As the experience with expected utility theory suggests, the best cross-check on a theory about preferences is evidence from controlled experiments. At least one experiment designed to test for expressive aspects of voting behavior has been attempted (Carter and Guerette 1992). As the authors note, the results from this particular experiment are unclear because of problems in the experimental design, but presumably better experiments can be constructed. One of the advantages of a theory that can be stated explicitly in terms of actions and payoffs in a game form is that it is possible to play the game in a controlled laboratory setting and observe the outcomes. So far, the precise game outlined above has yet to be tested in an experiment, but in principle it could be. Meanwhile, we can take advantage of related experiments that were developed for different reasons but that bear directly on the extended-preference approach outlined here.

The most relevant evidence comes from the Ultimatum game and its close relative, the Dictator game.9 The Dictator game is very simple. Player 1 is given the opportunity to divide a fixed sum of money $s$ between herself and an unknown player 2. After the money is divided, the players take their shares, and the game is over. The prediction from most economic models is that player 1 will take all of the money. This is in fact what happens, if the game is set up to assure player 1 that her choice will not be known to anyone else. The evidence suggests that people prefer more money to less but that they also care about what others think of their behavior.

The Ultimatum game adds a second stage in which player 2 has a chance to respond. In this game, player 1 gets to propose a split of the amount $s$. In the second stage, player 2 can accept or reject the proposed split. If player 2 accepts, the players are given the amounts proposed by player 1. If player 2 rejects the split, both players receive nothing. In a representative version of the experiment, the total amount to be split is $10 and the splits must be made in units of $1. The traditional narrow-preference model makes an unambiguous prediction about the outcome of the Ultimatum game. Player 1 will propose a split that gives $1, the smallest allowable positive unit of money to player 2. Player 2 will then accept the proposed split because some money is preferred to no money. The game is of interest to economists because the prediction is so clear-cut and repeated experiments have shown that the observed behavior is significantly different from the prediction. Many of the offers proposed by player 1 are close to 50–50 splits. For the purposes of the discussion here, the interesting observation is that player 2 will often reject a split that differs too much from a 50–50 split, even if it means giving up several dollars of income.

The rejections by player 2 fit naturally in the framework outlined above. Player 2 has a taste for revenge that is triggered by opportunistic behavior by

9. For a summary of results from experiments with the Dictator game and the Ultimatum game, see Davis and Holt (1993) or Camerer and Thaler (1995).
player 1. It is worth sacrificing a few dollars to be able to punish a player 1 who behaves opportunistically and demands too much. It is interesting to note that people assigned the role of player 1 also seem to have the right model of the behavior of player 2. When they are given an anonymous opportunity to take all the money in the Dictator game, they do so significantly more often. But when they play the Ultimatum game, they restrain themselves because they know that player 2 will punish them if they push too hard.

Some economists who would like to preserve the narrow-preference model have criticized these kinds of experiments by saying that the stakes in the typical experiment are small and by claiming that other kinds of behavior should emerge when the stakes are larger. This is an easy proposition to test. At least for the Ultimatum game, the available evidence suggests that the stakes do not matter. The behavior is about the same when people divide $100 as when they divide $10. The irony in this charge is that it is sometimes made by economists who support instrumental explanations of voting, where the stakes are many orders of magnitudes smaller.

If the model of the taste for revenge that is outlined above is correct, people should be sensitive to the actions that do not have any direct effect on material payoffs. Other experiments suggest that this is the case. For example, if it is revenge rather than a general sense of fairness that motivates the rejections in the second round, player 2 should be less likely to reject an uneven split if it is the result of a random device rather than a choice made by player 1. Results in Blount (1994) confirm this prediction. Other aspects of the general context may also be relevant. For example, if one of the two players earns the right to be the divider (for example by winning a trivia contest in an earlier round of play), the dividers ask for a large share of the total, and the second-round players acquiesce. Davis and Holt summarize these kinds of results by saying that "economically irrelevant procedural details can have a significant effect on the bargaining behavior, especially when such details alter the perceived symmetry of the situation" (1993, 267). According to the model from the last section, what these "economically irrelevant procedural details" are doing is turning up or down the intensity of the taste for revenge. That is, they are providing clues about the nature of the strategic interaction that will take place. Our emotional commitment mechanisms are sensitive to these clues. In these terms, we can give a new interpretation to the game in figure 7.1. It predicts that the outcome will depend very strongly on the economically irrelevant procedural detail of whether player 1 makes a promise at the start of play. Of course, this kind of detail is economically irrelevant only if one takes a very narrow view of preferences and assumes that a promise does not influence anyone's behavior.

7.6 The History of the Social Security Program

The most striking aspect of the history of the Social Security system is the remarkable amount of attention that all sides devoted to issues that most economists would dismiss as "economically irrelevant procedural details." In retro-
spect, it is clear that the small core of people who led the Social Security system through its first four decades had a more acute awareness of the political salience of these details and were more successful at manipulating them to their advantage. But from a very early stage, at least some of the critics of the system also recognized that the implicit and explicit promises hidden in these details would determine the political future of the Social Security system.

Because of a historical accident, we have detailed evidence about how calculated the attempt was to build up the insurance imagery that was at the heart of the strategy for making Social Security benefits into an entitlement. The architects of the system feared a Supreme Court challenge to an explicit attempt by the federal government to set up a retirement system. Because the federal government clearly has the power to raise taxes and make spending decisions, the Social Security Act of 1935 described a new system of payroll taxation and a set of old-age benefits that would be paid to some citizens. The act never makes any explicit link between these two parts. Words like insurance and contribution do not appear.

At the time of the 1938 Supreme Court decision that upheld the constitutionality of the 1935 act, Wilbur Cohen was working as an aid to Robert Altmeyer, the chairman of the Social Security Board. Cohen was perhaps the most important person in the development of the system. He was a central participant in all the major developments of the system from the time of its creation up through his participation on the Greenspan commission in the 1980s. He later recalled his reaction to the Supreme Court decision upholding the constitutionality of the 1935 act. "I recall walking down the steps of the Supreme Court building in a glow of ecstasy. . . . When I got back to the office I obtained Mr. Altmeyer's approval to send out a memo to the staff stating that because of the decision, we could now call the old age benefits program 'old age insurance.' . . . The American public was and still is insurance-minded and opposed to welfare, 'the dole,' and 'handouts'" (quoted in Derthick 1979, 199).

Cates (1983, 32–33) uses excerpts from public information pamphlets to illustrate how the system's rhetoric changed immediately after the Supreme Court decision was handed down:

[From a 1937 pamphlet produced before the Supreme Court decision]
The United States Government will send checks every month to retired workers . . . under the old-age benefit plan. . . . The same law that provides these benefits for you and other workers sets up certain new taxes to be paid to the United States Government.

[From a 1938 pamphlet written after the decision]
Your [Social Security card] shows that you have an insurance account with the U.S. Government—Federal old age and survivors insurance. This is a national insurance plan for all workers in commerce and industry. . . . taxes are like the premium on any other kind of insurance.

Achenbaum (1986, 35) observes that Roosevelt himself participated in this effort, claiming that people eligible for benefits "could be likened to the policy
holders of a private insurance company." The Social Security Amendments passed by the Congress in 1939 made the changes in terminology that had already been implemented within the Social Security bureaucracy official. At the insistence of the program officials within the agency, the insurance language was incorporated into the law. The Old-Age Reserve Account established in the 1935 act was renamed the Old Age and Survivors Insurance Trust Fund. The original taxes were repealed and the new insurance "contributions" were imposed under the Federal Insurance Contributions Act (FICA). As Achenbaum observes, "[A]ny dispassionate analysis of the 1939 debate over social security must recognize that there was a gap between what policymakers were doing and what they said."

It was this gap that Curtis threatened to expose to broad public view with his hearings on the Chamber of Commerce's plan. Altmeyer, who had just stepped down as the commissioner of social security, wrote to Representative Curtis refusing to appear before his committee. He accused Curtis of being hostile to the entire concept of social security, noting that "you contend that [the] old-age and survivors insurance system is not insurance, although it is so designated in the law itself." Altmeyer eventually was subpoenaed. In his responses to questions from the committee, he eventually admitted that some of the language about a "contract" between beneficiaries and the government was misleading. After the hearings, the literature distributed by the Social Security system did tone down some of its insurance rhetoric (Cates 1983, 84). Nevertheless, it is remarkable how consistent and persistent the early leaders of the program continued to be in their defense of the insurance imagery. Derthick (1979, 199) reports the following testimony by Cohen before the U.S. Senate in 1961:

_Senator Wallace F. Bennett._ My idea of a contribution is something that I myself take out of my pocket and hand to somebody. It is not, it does not apply to what somebody else takes out of my pocket, and I think this is a tax . . .

_Mr. Cohen._ You have to change the law then because it says it is the Federal Insurance Contributions Act.

Unfortunately for Cohen, there was someone at those hearings who had heard this justification before and knew the history of how the insurance language got into the law.

_Senator Carl T. Curtis._ Who told us to do that, Wilbur? I remember the day it happened.

_Mr. Cohen._ I think it was a good idea, Mr. Curtis.

In the end, the repeated conservative attacks on the logic of the position that the Social Security proponents adopted seem to have had little effect. There is certainly no evidence that they changed the political debate surrounding the program. The conservatives seemed to have missed the deeper significance of what was going on, or not to have known how to respond. In this deeply politi-
cal battle, it did not work to fight rhetoric with logic. It was not the logic of the arguments made by leaders of the Social Security system that influenced the behavior of voters. It was the promise itself that changed the behavior of the listeners. Logic had nothing to do with it.

In a vague and indirect fashion, Cohen himself tried to make this point in a 1971 debate with Milton Friedman: “Mr. Friedman calls a lot of the things he doesn’t like about the social security system rhetoric. And that gets me to a point that I want to stress. My point is that economists do not determine all of the choices and options and attitudes prevailing in this nation. People do live by rhetoric. . . . True, if you are an economist, you may exclude all matters of politics from your thinking. But to do so is not reality” (Cohen and Friedman 1972, 54–55).

From the beginning in 1935 until the mid-1970s, the Social Security system underwent a process of steady and significant expansion. To the original retirement benefits, benefits for surviving spouses and children were added in 1939. The coverage of the system and the level of benefits were substantially increased in 1950. Disability benefits were the most important direction for expansion during the rest of the 1950s. After disability coverage was introduced in 1956, planning for coverage of medical expenses began within the Social Security Administration. The Eisenhower administration then in power did not support the extension of the system to cover medical care, but work on the various plans proceeded and eventually culminated in the Medicare legislation of the mid-1960s. The push for increased cash benefits—the next priority—culminated in the substantial benefit increase of 1972.

Along the way, the possibility of retiring with reduced benefits at age sixty-two was added, and the coverage of the system was steadily expanded. Originally, planners anticipated that the combined tax on workers and firms of less than 6% would be sufficient to finance the system when it was fully mature. We have now reached a level of more than 15% on a much higher real wage base, and it has probably not reached its maximum. There is genuine uncertainty about how high the tax rate might have to go to cover the large benefit payments that will be required when the baby boom generation begins to retire in the third decade of the next century.

This remarkable pattern of consistent expansion was made possible in large part because program advocates and sympathetic politicians were able to make long-term, self-fulfilling promises about future tax and benefit payments. At each stage in the expansion, the advocates were able to commit the government to an upward-sloping time profile of new benefit payments and an even steeper upward-sloping profile of tax obligations. Because the initial increase in benefits was larger than the initial increase in taxes, the initial stages of expansion were generally popular and posed little political risk.

A crucial element in this program of expansion was the ability of decision makers to tie the hands of future politicians. When the full cost of previously enacted benefits eventually became apparent—when previously scheduled tax
increases went into effect or expenditures exceeded revenues and some kind of adjustment had to be made—there was always a risk that policy makers would respond by cutting back on benefits instead of implementing the required tax increases. This is why the ability to create a sense of entitlement was so important. At every stage, the proponents of expansion were able to promise that a given level of benefits would be paid. And merely by making that promise, they were able to make it come true. When they told people that they had earned their benefits as a matter of right, people believed them. If those rights were threatened, they reacted with anger. When the Reagan administration finally proposed in 1981 that Social Security benefits be cut, primarily through a 25% reduction in the benefits available for early retirement, everyone learned how politically potent these promises were.10

7.7 Conclusion

Some economists and political scientists use the tools of economics to formulate positive models of political action. This is a difficult area, so it is no slander on people who have worked there to claim that there is room for improvement. Many other economists have taken the seemingly easier path of normative analysis. By examining various kinds of market failures, these economists claim to identify policies that would permit efficiency gains if they were adopted. Without making any claims about which policies are adopted, these economists identify policies that should be adopted. That is, they claim that if the identified policies were adopted, it would be possible to make everyone better off. Even this kind of analysis must ultimately confront deeper questions about preferences.

Imagine that economists really were philosopher kings. Imagine that they could bypass the political system, draw up policies, and implement them. Small, seemingly irrelevant details like the difference between transfer payments and entitlements might ultimately have a very big impact on the preferences, and therefore on the behavior, of the citizens in a nation. One of the puzzles noted in the beginning was that the typical elderly widow who was not eligible for survivors benefits did not participate in the debate about Social Security in the 1950s. But this was perfectly rational behavior. She had no ability to influence the outcome. At that time, she also lacked any sense that she had been wronged—that promises had been made and not kept—so she had no taste for writing angry letters, protesting, or making a special effort to vote against the people who opposed a plan that would have given her a windfall. As the prologue reminds us, sixty years ago policy makers were constrained because many poor people refused to accept assistance payments from the government. Today, we face a different constraint. Large numbers of affluent old people are primed for action, ready to explode in a spasm of anger at

10. See Light (1985) for a description of the furious response that this suggestion provoked.
any suggestion that the transfer payments they receive from the government be reduced.

The arguments presented here suggest that this change in the preferences or values of large numbers of people was an inevitable, intentional side effect of the way that the Social Security program was designed and implemented by the Roosevelt administration. This change in values represents a possible cost of the policies adopted then. Many people count the redistribution of income that the Social Security program achieved among the most important accomplishments of social policy in the United States. For them, this benefit may very well outweigh any costs associated with increased public perceptions about entitlement. For others, the costs of the program may seem too high. The point here is that it is not possible to weigh all the costs and benefits of this program or any other policy program without taking account of all of its effects, including its effects on values and politics.

Important, long-lasting changes in values and behavior might follow from proposed government programs in the areas such as health care and long-term care. Economists who focus only on incidence may see little difference between an employer mandate and a worker mandate concerning health care coverage. The long-run effects of these two arrangements might nevertheless be very different. They could induce very different beliefs about individual responsibility and entitlement, and these could substantially affect voting, future policy debates, and the other aspects of social life in important ways.

Presumably, even an economist who ignores how policies get adopted, who is engaged only in a purely normative analysis of the costs and benefits of various policies, would want to take account of the effects that these policies can have on values. Changes in values are one of the outcomes that the citizens of a nation care about, both for their own sake and because of the secondary effects they can induce. Economists who are interested in the positive analysis of politics and political economy will be particularly interested in how these changes in values influence subsequent political dynamics.

The goal of shaping values was arguably the driving motivation behind the widespread adoption of the most important social policy in the early history of the United States—mandatory attendance at public schools. Hunches and dim intuitions about the effects that policies have on values are driving the current debate about welfare reform. Questions about values are beginning to be addressed in discussions of reform of social welfare programs in Europe (Lindebeck 1994). Other economists have noted how much richer our policy advice would be if we could address questions about values (Aaron 1994; Aaron, Mann, and Taylor 1994). What is missing is not the will or the interest but the tools with which to begin an analysis of values.

There are many subtleties and ambiguities that need to be explored if we are to study values, but several things are clear: State-dependent preferences that allow for arguments capturing a broad range of actions or beliefs about the intentions of others offer a feasible framework for beginning to address ques-
tions about values. As Becker's analysis suggests, this framework can make use of conventional tools such as a stable underlying utility function and complementarity between different arguments in this function. In principle, the study of values need not be any more difficult conceptually than the study of party affiliation in the analysis of turnout. What we need to do is identify state variables analogous to party affiliation that capture what we mean by values, and begin to study how these variables affect other choices. There is also reason to hope that continued experimentation in the laboratory will slowly accumulate a rich body of evidence that can be used to test all theories about preferences, including ones about the deeper preferences we label values. Given the importance of the topic and the potential for headway, it would be a shame if economists held back from pursuing these questions because of a misconception about what constitutes good science when we study people.
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